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- $a(x, y, \sigma)$ is an equivalent of $s(x, y, t)$ where the effect of adsorption and desorption have been summarized.

$$a(x, y, \sigma) = \frac{\sigma}{D} \int_{\frac{\sigma^2}{2D}}^{T} s(x, y, T - \eta) \varphi\left(\frac{\sigma^2}{2D}, \eta\right) \, d\eta.$$

- $a(x, y, \sigma)$ preserves all the spatial information in $s(x, y, t)$. 
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Proximal Optimization

- Do we need forward-backward primal-dual splitting? No. Not if we can find the prox of the sum of the two non-smooth terms. It is faster (Pustelnik and Condat, 2017).
- We showed that the prox of the non-negative group-sparsity regularizer is
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Functional Inverse Diffusion - APG algorithm (Optimization II)

**Require:** Initial $a^{(0)} \in \mathcal{A}_+$, image observation $d_{obs} \in \mathcal{D}_+$

**Ensure:** A solution $a_{opt} \in \mathcal{A}_+$

1. $b^{(0)} \leftarrow a^{(0)}$, $i \leftarrow 0$
2. **repeat**
   3. $i \leftarrow i + 1$, $\alpha \leftarrow \frac{t(i-1)-1}{t(i)}$
   4. $a^{(i)} \leftarrow b^{(i-1)} - \sigma_{\text{max}}^{-1} A^* \left( A b^{(i-1)} - d_{obs} \right)$
   5. **for all** $r \in \mathbb{R}^2$ **do**
      6. $a_r^{(i)} \leftarrow \begin{bmatrix} a_r^{(i)} \end{bmatrix} + \left( 1 - \frac{(2\sigma_{\text{max}})^{-1} \lambda}{\|a_r^{(i)}\|_{L^2([0,\sigma_{\text{max}}])}} \right) +$
   7. **end for**
   8. $b^{(i)} \leftarrow a^{(i)} + \alpha \left( a^{(i)} - a^{(i-1)} \right)$
9. **until** convergence
10. $a_{opt} \leftarrow a^{(i)}$

Sequences of $t(i)$ can be chosen as (Bech and Teboulle, 2009) or as (Chambolle and Dossal, 2015).
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Results on Synthetic Data (I)

F1-Scores ($\lambda: 0.50$, Noise Level: 3, $\lambda_d: 0.00$)

512 × 512 noisy images with noise equivalent to 6-bit quantization.
True positions (orange triangles) and detections (yellow circles).

Pixels’ contr. to the regularizer, i.e.,
$$\sqrt{\int a^2(x, y, \sigma)d\sigma}.$$
Detection results (yellow circles) and human labeling (orange squares). F1-Score relative to human, 0.9 (whole image).
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Results for SpotNet with $L = 3$ and smaller kernels

(a) SpotNet
(b) ConvNet
(c) MSE on 150 test images

- Evaluation of SpotNet and a generic ConvNet on $\text{MSE}\{\hat{a}\}$.
- Trained on 7 images with 1250 cells.
Evaluation of SpotNet and a generic ConvNet on F1 score as above.

Trained on 7 images with 1250 cells.
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