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Part I day 1: Principles of gravitational lensing Introductory remarks

Books, Reviews and Lecture Notes

• Bartelmann & Schneider 2001, review Weak gravitational lensing,
Phys. Rep., 340, 297 arXiv:9912508

• Kochanek, Schneider & Wambsganss 2004, book (Saas Fee) Gravitational
lensing: Strong, weak & micro. Download Part I (Introduction) and Part
III (Weak lensing) from my homepage
http://www.cosmostat.org/kilbinger.

• Kilbinger 2015, review Cosmology from cosmic shear observations
Reports on Progress in Physics, 78, 086901, arXiv:1411.0155

• Bartelmann & Maturi 2017, review Weak gravitational lensing,
Scholarpedia 12(1):32440, arXiv:1612.06535

• Henk Hoekstra 2013, lecture notes (Varenna) arXiv:1312.5981

• Sarah Bridle 2014, lecture videos (Saas Fee) http:
//archiveweb.epfl.ch/saasfee2014.epfl.ch/page-110036-en.html

• Alan Heavens, 2015, lecture notes (Rio de Janeiro)
www.on.br/cce/2015/br/arq/Heavens_Lecture_4.pdf
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Part I day 1: Principles of gravitational lensing Introductory remarks

Science with gravitational lensing

What has gravitational lensing ever done for us?
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Part I day 1: Principles of gravitational lensing Introductory remarks

Science with gravitational lensing
Outstanding results
Dark matter is not in form of massive compact objects (MACHOs).
Microlensing rules out objects between 10�7 and few 10 M�.

[Takahiro Sumi, Nagoya University]
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Part I day 1: Principles of gravitational lensing Introductory remarks

Science with gravitational lensing
Outstanding results
Detection of Earth-like exoplanets with microlensing.
Masses and distances to host star similar to Earth.

9 

 

Figure 1 : The observed light curve of the OGLE-2005-BLG-390 microlensing 
event and best fit model plotted as a function of time. The data set consists of 
650 data points from PLANET Danish (ESO La Silla, red points), PLANET Perth 
(blue), PLANET Canopus (Hobart, cyan), RoboNet Faulkes North (Hawaii, 
green), OGLE (Las Campanas, black), MOA (Mt John Observatory, brown). 
This photometric monitoring was done in the I band (with the exception of 
Faulkes R band data and MOA custom red passband) and real-time data 
reduction was performed with the different OGLE, PLANET and MOA data 
reduction pipelines. Danish and Perth data were finally reduced by the image 
subtraction technique19 with the OGLE pipeline. The top left inset shows the 
OGLE light curve extending over the previous 4 years, whereas the top right 
one shows a zoom of the planetary deviation, covering a time interval of 1.5 
days. The solid curve is the best binary lens model described in the text with a 

planet-to-star mass ratio of q = 7.6 ± 0.7 × 10-5, and a projected separation d = 

1.610 ± 0.008 RE (where RE is the Einstein ring radius). The dashed grey curve 

is the best binary source model that is rejected by the data, while the dashed 
orange line is the best single lens model.  

(Beaulieu et al. 2006)
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Part I day 1: Principles of gravitational lensing Introductory remarks

Science with gravitational lensing
Outstanding results
Structure of QSO inner emission regions.
Microlensing by stars in lens galaxies.

[J. Wambsganss]
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Part I day 1: Principles of gravitational lensing Introductory remarks

Science with gravitational lensing
Outstanding results
Dark matter profiles in outskirts of galaxies.
Measuring halo mass to very large galactic scales.

Halo profile around stacked fg galaxies
8 CFHTLenS

Figure 5.Galaxy-galaxy lensing signal around lenses which have been split into luminosity bins according to Table 1, modelled using the halo model described
in Section 3.2. The dark purple (light green) dots represent the measured differential surface density, ��, of the red (blue) lenses, and the solid line is the
best-fit halo model. Triangles represent negative points that are included unaltered in the model fitting procedure, but that have here been moved up to positive
values as a reference. The dotted error bars are the unaltered error bars belonging to the negative points. The squares represent distance bins containing no
objects. For a detailed decomposition into the halo model components, we refer to Appendix D.

sure the galaxy-galaxy lensing signal for each sample, with errors
obtained via bootstrapping 104 times over the full CFHTLenS area,
where the number of bootstraps ensure convergence of the mean.
We then fit the signal between 50 h�1

70 kpc and 2 h�1
70 Mpc with

our halo model using a �2 analysis. Only the halo mass M200 and
the satellite fraction � are left as free parameters while we keep
all other variables fixed. When fitting, we assume that the covari-
ance matrix of the lensing measurements is diagonal. Off-diagonal
elements are generally present due to cosmic variance and shape
noise, but Choi et al. (2012) find that for a lens sample at a redshift
range similar to that of our lenses the covariance matrix is diago-
nal up to �1 Mpc, which corresponds well to the largest scale we
include in our fits (this is also confirmed via visual inspection of
our matrices). Furthermore, Figure 7.2 from the PhD thesis of Jens
Rödiger3 shows that the off-diagonal elements are comparatively
small. Hence we do not expect that the off-diagonal elements in
the �2 fit will have a significant impact on the best-fit parameters.
The results are shown in Figure 5 for all luminosity bins and for
each red and blue lens sample, with details of the fitted halo model
parameters quoted in Table 2. The halo masses in this table have
been corrected for various contamination effects as detailed in Sec-
tion 4.1 and Appendix B. Note that the number of blue lenses in the
two highest-luminosity bins, L7 and L8, is too low to adequately
constrain the halo mass. In the following sections, these two blue
bins have therefore been removed from the analysis of blue lenses.

As expected, the amplitude of the signal increases with lumi-

3 http://hss.ulb.uni-bonn.de/2009/1790/1790.htm

nosity for both red and blue samples indicating an increased halo
mass. In general, for identical luminosity selections blue galax-
ies have less massive haloes than red galaxies do. For the red
sample, lower luminosity bins display a slight bump at scales of
� 1 h�1

70 Mpc. This is due to the satellite 1-halo term becoming
important and indicates that a significant fraction of the galaxies in
those bins are in fact satellite galaxies inside a larger halo. On the
other hand, brighter red galaxies are more likely to be located cen-
trally in a halo. The blue galaxy halo models also display a bump
for the lower luminosity bins, but this feature is at larger scales
than the satellite 1-halo term. The signal breakdown shown in Fig-
ure D2 (Appendix D) reveals that this bump is due to the central 2-
halo term arising from the contribution of nearby haloes. We note,
however, that in these low-luminosity blue bins, the model overes-
timates the signal at projected separations greater than�2h�1

70 Mpc.
This could be an indicator that our description of the galaxy bias,
while accurate for red lenses, results in too high a bias for blue
lenses. Alternatively, the discrepancy may suggest that the regime
where the 1-halo term transitions into the 2-halo term is not ac-
curately described due to inherent limitations of the halo model,
such as non-linear galaxy biasing, halo exclusion representation
and inaccuracies in the non-linear matter power spectrum (see Sec-
tion 3.2). To optimally model the regime in question, the handling
of these factors should perhaps be dependent on galaxy type, but
that is not done here. The reason is that we do not currently have
enough data available to investigate this regime in detail. In the fu-
ture, however, it should be explored further.
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��cal(r)� =
��(r)�

1 + K(r)
. (5)

The effect of this correction term on our galaxy-galaxy analysis is
to increase the average lensing signal amplitude by at most 6%.
Though there will be some uncertainty associated with this term,
Kilbinger et al. (2013) find that it has a negligible effect on their
shear covariance matrix. The calibration factorm enters linearly in
our Equation 5, while it is squared in the Kilbinger et al. (2013) cor-
relation function correction factor, thus amplifying its effect. The
conclusion we draw is therefore that the impact of the calibration
factor uncertainty will be insignificant in this work. We also apply
the additive c-term correction discussed in Heymans et al. (2012)
but find that it does not change our results either.

The circular averaging over lens-source pairs makes this type
of analysis robust against small-scale systematics introduced by for
example PSF residuals in the shape measurement catalogues. Be-
cause the galaxy-galaxy lensing signal is more resilient to system-
atics than cosmic shear, we choose to maximise our signal-to-noise
by using the full CFHTLenS area (except for masked areas) rather
than removing the fields that have not passed the cosmic shear sys-
tematics test described in Heymans et al. (2012). However, there
could be spurious large-scale signal present owing to areas being
masked, or from lenses close to an edge, such that the circular av-
erage does not cover all azimuthal angles. We correct for such spu-
rious signal using a catalogue of random lens positions situated out-
side any masked areas; the number of random lenses used is 50,000
per square-degree field, which amounts to more than ten times as
many as real lenses. The stacked lensing signal measured around
these random lenses is evidence of incomplete circular averages
and will be present in the observed stacked lensing signal as well.
Because of our high sampling of this random points signal, we can
correct the observed signal measured in each field by subtracting
the signal around the random lenses. This random points test is dis-
cussed in more detail in Mandelbaum et al. (2005a). The test shows
that for this data, individual fields do indeed display a signal around
random lenses which is to be expected, even in the absence of any
shape measurement error, due to cosmic shear and shot noise, and
due to the masking effect mentioned above. Averaged over the en-
tire CFHTLenS area the random lens signal is insignificant relative
to the signal around true lenses ranging from� 0.5% to� 5% over
the angular range used in this analysis. Additionally, to ascertain
whether including the fields that fail the cosmic shear systematics
test biases our results, we compare the tangential shear around all
galaxies with 19.0 < i0AB < 22.0 in the fields that respectively
pass and fail this test, and find no significant differences between
the signals.

3.2 The halo model

To accurately model the weak lensing signal observed around
galaxy-size haloes, we have to account for the fact that galaxies
generally reside in clustered environments. In this work we do this
by employing the halo model software first introduced in VU11.
For full details on the exact implementation we refer to VU11; here
we give a qualitative overview.

Our halo model builds on work presented in Guzik & Seljak
(2002) and Mandelbaum et al. (2005b), where the full lensing sig-
nal is modelled by accounting for the central galaxies and their
satellites separately. We assume that a fraction (1��) of our galaxy
sample reside at the centre of a dark matter halo, and the remaining
objects are satellite galaxies surrounded by subhaloes which in turn

Figure 3. Illustration of the halo model used in this paper. Here we have
used a halo mass of M200 = 1012 h�1

70 M�, a stellar mass of M� =

5 � 1010 h�2
70 M� and a satellite fraction of � = 0.2. The lens redshift is

zlens = 0.5. Dark purple lines represent quantities tied to galaxies which
are centrally located in their haloes while light green lines correspond to
satellite quantities. The dark purple dash-dotted line is the baryonic com-
ponent, the light green dash-dotted line is the stripped satellite halo, dashed
lines are the 1-halo components induced by the main dark matter halo and
dotted lines are the 2-halo components originating from nearby haloes.

reside inside a larger halo. In this context � is the satellite fraction
of a given sample.

The lensing signal induced by central galaxies consists of two
components: the signal arising from the main dark matter halo (the
1-halo term��1h) and the contribution from neighbouring haloes
(the 2-halo term ��2h). The two components simply add to give
the lensing signal due to central galaxies:

��cent = ��1h
cent + ��2h

cent . (6)

In our model we assume that all main dark matter haloes are well
represented by an NFW density profile (Navarro, Frenk, & White
1996) with a mass-concentration relationship as given by
Duffy et al. (2008). The halo model parameters resulting from an
analysis such as ours (see, for example, Section 4) are not very
sensitive to the exact halo concentration, however, as discussed in
VU11 and in Appendix A. To compute the 2-halo term, we use
the non-linear power spectrum from Smith et al. (2003). We also
assume that the dependence of the galaxy bias on mass follows the
prescription from Sheth et al. (2001), incorporating the adjustments
described in Tinker et al. (2005). Note that this mass-bias relation
is empirically calibrated on large numerical simulations, and does
not discriminate between different galaxy types. Finally, we note
that the central term essentially assumes a delta function in halo
mass as a function of a given observable since we do not integrate
over the halo mass distribution. For a given luminosity bin, for ex-
ample, the particular mass distribution within that bin therefore has
to be accounted for. We do correct our measured halo mass for this
in the following sections, assuming a log-normal distribution, and
the correction method is described in Appendices B2 and B3 for
the luminosity and stellar mass analysis respectively.

We model satellite galaxies as residing in subhaloes whose
spatial distribution follows the dark matter distribution of the main
halo. The number density of satellites in a halo of a given mass is
described by the halo occupation distribution (HOD) which is com-
monly parameterised through a power law of the form �N� = M �.
Following Mandelbaum et al. (2005b), we set � = 1 for masses
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small. Hence we do not expect that the off-diagonal elements in
the �2 fit will have a significant impact on the best-fit parameters.
The results are shown in Figure 5 for all luminosity bins and for
each red and blue lens sample, with details of the fitted halo model
parameters quoted in Table 2. The halo masses in this table have
been corrected for various contamination effects as detailed in Sec-
tion 4.1 and Appendix B. Note that the number of blue lenses in the
two highest-luminosity bins, L7 and L8, is too low to adequately
constrain the halo mass. In the following sections, these two blue
bins have therefore been removed from the analysis of blue lenses.

As expected, the amplitude of the signal increases with lumi-

3 http://hss.ulb.uni-bonn.de/2009/1790/1790.htm

nosity for both red and blue samples indicating an increased halo
mass. In general, for identical luminosity selections blue galax-
ies have less massive haloes than red galaxies do. For the red
sample, lower luminosity bins display a slight bump at scales of
� 1 h�1

70 Mpc. This is due to the satellite 1-halo term becoming
important and indicates that a significant fraction of the galaxies in
those bins are in fact satellite galaxies inside a larger halo. On the
other hand, brighter red galaxies are more likely to be located cen-
trally in a halo. The blue galaxy halo models also display a bump
for the lower luminosity bins, but this feature is at larger scales
than the satellite 1-halo term. The signal breakdown shown in Fig-
ure D2 (Appendix D) reveals that this bump is due to the central 2-
halo term arising from the contribution of nearby haloes. We note,
however, that in these low-luminosity blue bins, the model overes-
timates the signal at projected separations greater than�2h�1

70 Mpc.
This could be an indicator that our description of the galaxy bias,
while accurate for red lenses, results in too high a bias for blue
lenses. Alternatively, the discrepancy may suggest that the regime
where the 1-halo term transitions into the 2-halo term is not ac-
curately described due to inherent limitations of the halo model,
such as non-linear galaxy biasing, halo exclusion representation
and inaccuracies in the non-linear matter power spectrum (see Sec-
tion 3.2). To optimally model the regime in question, the handling
of these factors should perhaps be dependent on galaxy type, but
that is not done here. The reason is that we do not currently have
enough data available to investigate this regime in detail. In the fu-
ture, however, it should be explored further.

CFHTLenS

4 CFHTLenS

PHARE to estimate stellar masses. For a consistent analysis we also
compute rest-frame luminosities from the same spectral template
as used for the stellar mass estimates.

We derive our stellar mass estimates by fitting synthetic spec-
tral energy distribution (SED) templates while keeping the redshift
fixed at the BPZ maximum likelihood estimate. The SED templates
are based on the stellar population synthesis (SPS) package devel-
oped by Bruzual & Charlot (2003) assuming a Chabrier (2003) ini-
tial mass function (IMF). Following Ilbert et al. (2010), our initial
set of templates includes 18 models using two different metallici-
ties (Z1 = 0.008 Z� and Z2 = 0.02 Z�) and nine exponentially
decreasing star formation rates � e�t/� , where t is time and �
takes the values � = 0.1, 0.3, 1, 2, 3, 5, 10, 15, 30 Gyr. The fi-
nal template set is then generated over 57 starburst ages ranging
from 0.01 to 13.5 Gyr, and seven extinction values ranging from
0.05 to 0.3 using a Calzetti et al. (2000) extinction law. Ilbert et al.
(2010) investigated the possible sources of uncertainty and bias by
comparing stellar mass estimates between methods. The expected
difference between our estimates and those based on a Salpeter
IMF (Arnouts et al. 2007), a “diet” Salpeter IMF (Bell 2008), or a
Kroupa IMF (Borch et al. 2006) is�0.24 dex, �0.09 dex, or 0 dex
respectively (see Ilbert et al. 2010). In their Section 4.2, Ilbert et al.
(2010) further argue that the choice of extinction law may lead to
a systematic difference of 0.14, and the choice of SPS model to
a median difference of 0.13–0.15 dex, with differences reaching
0.24 dex for massive galaxies with a high star formation rate.

We determine the errors on our stellar mass estimates via the
68% confidence limits of the SED fit, using the full probability dis-
tribution function. However, since we fix the redshift these errors
tell us only how good the model fit is, and do not account for un-
certainties in the photometric redshift estimates (see Section 5.2
of Hildebrandt et al. 2012). To assess the stellar mass uncertainty
due to photometric redshift errors we therefore compare our mass
estimates to those of the CFHT WIRCam Deep Survey (WIRDS;
Bielby et al. 2012). The WIRDS stellar masses were derived from
the CFHTLS Deep fields with additional broad-band near-infrared
data using the same method as described here. We are thus compar-
ing our CFHTLenS stellar mass estimates to other estimates which
are also based on photometric data, but which have deeper pho-
tometry leading to a more robust stellar mass estimate. The addi-
tional near-infrared data allows us to rely on these estimates up to
a redshift of 1.5 (Pozzetti et al. 2007). For our comparison we use
a total of 134,290 galaxies in the overlap between the CFHTLenS
and WIRDS data, splitting our sample into red and blue galaxies
using their photometric type TBPZ. TBPZ is a number in the range
of [1.0, 6.0] representing the best-fit SED and we define our red
and blue samples as galaxies with TBPZ < 1.5 and 2.0 < TBPZ <
4.0 respectively, where the latter captures most spiral galaxies. A
colour-colour comparison confirms that these samples are well de-
fined. In Figure 1 we show the comparison between our stellar mass
estimates and those from WIRDS as a function of magnitude (top,
with galaxies in the redshift range [0.2, 0.4]) and redshift (bottom,
with galaxies in the magnitude range [17.0, 23.5]).

For the range of lens redshifts used in this paper,
0.2 � zlens � 0.4, the total dispersion compared to WIRDS is then
� 0.2 dex for both red and blue galaxies. The lower panel in the
bottom plot of Figure 1 shows that for red galaxies our stellar
masses are in general slightly lower than the WIRDS estimates,
with the opposite being true for blue galaxies. For galaxies brighter
than i0AB � 18, both the dispersion and the bias increase due to
biases in the redshift estimates (see Hildebrandt et al. 2012). The

Figure 2.Magnitude (left panel) and photometric redshift (right panel) dis-
tributions of galaxies in the CFHTLenS catalogue. For the left panel we
show all galaxies in the CFHTLenS, while for the right panel we limit our
sample to magnitudes brighter than i0AB = 24.7. The upper limit of lens
(source) magnitude used is shown with a dark purple dotted (light green
dashed) line in the left panel, while our lens (source) redshift selection is
marked with dark purple dotted (light green dashed) lines in the right panel.
Though the lens and source selections appear to overlap in redshift, sources
are always selected such that they are well separated from lenses in redshift
(see Section 2.2). Furthermore, close pairs are down-weighted as described
in Section 3.1.

bias and dispersion also increase rapidly at magnitudes fainter than
i0AB � 23, again due to redshift errors.

We emphasise that this comparison with WIRDS quantifies
only the statistical stellar mass uncertainty due to errors in the pho-
tometric redshifts and due to our particular template choice. Since
the mass estimates from both datasets have been derived using iden-
tical method and template set, the systematic errors affecting stellar
mass estimates are not taken into account above. The uncertain-
ties arising from the choice of models and dust extinction law adds
0.15 dex and 0.14 dex respectively to the error budget, as mentioned
above, resulting in a total uncertainty of � 0.3 dex.

2.2 Lens and source sample

The depth of the CFHTLS enables us to investigate lenses with a
large range of lens properties and redshifts, which in turn grants us
the opportunity to thoroughly study the evolution of galaxy-scale
dark matter haloes. As discussed by Hildebrandt et al. (2012), the
use of photometric redshifts inevitably entails some bias in red-
shift estimates, and also in derived quantities such as luminosity
and stellar mass. Our analysis is sensitive even to a small bias
since our lenses are selected to reside at relatively low redshifts
of 0.2 � zlens � 0.4, where z is understood to be the peak of the
photometric redshift probability density function, unless explicitly
stated otherwise (see Figure 2). Because our lensing signal is de-
tected with high precision, we empirically correct for this bias us-
ing the overlap with a spectroscopic sample as described in Ap-
pendix B1. Throughout this paper, we then use the corrected red-
shifts, luminosities and stellar masses for our lenses. For the full
survey area we achieve a lens count of Nlens = 1.1 � 106.

We then split our lens sample in luminosity or stellar mass
bins as described in Sections 4 and 5 to investigate the halo mass
trends as a function of lens properties. Since we have access to
multi-colour data, we are also able to further divide our lenses in
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Table 3
Binning Scheme for the g–g Lensing

Limits g–g bin1 g–g bin2 g–g bin3 g–g bin4 g–g bin5 g–g bin6 g–g bin7

z1 = [0.22, 0.48] min log10(M∗) 11.12 10.89 10.64 10.3 9.82 9.2 8.7
max log10(M∗) 12.0 11.12 10.89 10.64 10.3 9.8 9.2

z2 = [0.48, 0.74] min log10(M∗) 11.29 11.05 10.88 10.65 10.3 9.8 9.3
max log10(M∗) 12.0 11.29 11.05 10.88 10.65 10.3 9.8

z3 = [0.74, 1.0] min log10(M∗) 11.35 11.16 10.97 10.74 10.39 9.8 none
max log10(M∗) 12.0 11.35 11.16 10.97 10.74 10.39 none

In this manner, faint small galaxies which have large measure-
ment errors are downweighted with respect to sources that have
well-measured shapes.

For the types of lenses studied in this paper, the S/N per
lens is not high enough to measure ∆Σ on an object-by-object
basis so instead we stack the signal over many lenses. For a
given sample of lenses, the total excess projected surface mass
density is the weighted sum over all lens–source pairs:

∆Σ =
∑NLens

j=1

∑NSource
i=1 wij × γ̃t,ij × Σcrit,ij

∑NLens
j=1

∑NSource
i=1 wij

. (12)

3.5. Galaxy–Galaxy Lensing Measurements

We only give a brief outline of the overall methodology used
to compute the g–g lensing signals since this has already been
presented in detail in Leauthaud et al. (2010). Foreground lens
galaxies are divided into three redshift samples and then are
further binned by stellar mass (see Figure 2 and Table 3). For
each lens sample, ∆Σ is computed according to Equation (12)
from 25 kpc (physical distance) to 1.5 Mpc in logarithmically
spaced radial bins of 1.8 dex. In Leauthaud et al. (2010), we
used a theoretical estimate of the shape measurement error in
order to derive the inverse variance for each source galaxy.
Instead, in this paper, the dispersion of each shear component is
measured directly from the data in bins of S/N and magnitude.
The measured shear dispersion is equal to the quadratic sum of
the intrinsic shape noise and of the shape measurement error
(Equation (6)). Our empirical derivation of the shear dispersion
varies from σγ̃ ∼ 0.25 for bright galaxies with high S/N
to σγ̃ ∼ 0.4 for faint galaxies with low S/N. Overall, we
find that the theoretical and the empirical schemes yield very
similar results with the latter method resulting in slightly larger
error bars because the theoretical scheme tends to somewhat
underestimate the shape measurement error for faint galaxies.

Photometric redshifts are used to derive Σcrit for each lens–
source pair. The lower 68% confidence bound on each source
redshift is used to select background galaxies. For each
lens–source pair, we demand that zsource − zlens > σ68%(zsource)
so as to minimize foreground contamination. The g–g lensing
signal is most sensitive to redshift errors when zsource is only
slightly larger then zlens (see Figure 1). For this reason, in
addition to the previous cut, we also implement a fixed cut so
that zsource − zlens > 0.1. Furthermore, in order to minimize the
effects of signal dilution caused by catastrophic errors, we also
reject all source galaxies with a secondary peak in the redshift
probability distribution function (i.e., the parameter zp2 is non
zero in the Ilbert et al. 2009 catalog). This cut is aimed to reduce
the number of catastrophic errors in the source catalog. After all
cuts have been applied, the g–g lensing source catalog that we
use represents 35 galaxies per arcmin2.

Finally, we re-compute all our g–g lensing signals using the
Schrabback et al. (2010) COSMOS shear catalog which has been
independently derived from ours. We find identical g–g lensing
signals from both shear catalogs, indicating that any relative
shear calibration differences between the two shear catalogs has
no impact on these results. This test provides an independent
validation of our g–g lensing results.

4. THEORETICAL FRAMEWORK

Paper I presents the general theoretical foundations that form
the backbone of this paper. In this section, we only give a
brief, and thus necessarily incomplete, review of the theoretical
background and strongly encourage the reader to refer to Paper I
for further details. We adopt the same model and notation as in
Paper I.

Paper I describes an HOD-based model that can be used
to analytically predict the SMF, g–g lensing, and clustering
signals. The key component of this model is the SHMR which is
modeled as a log-normal probability distribution function with a
log-normal scatter21 denoted σlog M∗ , and with a mean–log
relation denoted as M∗ = fshmr(Mh).

For a given parameter set and cosmology, fshmr and σlog M∗
can be used to determine the central and satellite occupation
functions, ⟨Ncen⟩ and ⟨Nsat⟩. These are used in turn to predict
the SMF, g–g lensing, and clustering signals.

4.1. The Stellar-to-halo Mass Relation

Following Behroozi et al. (2010, hereafter B10), fshmr(Mh)
is mathematically defined via its inverse function:

log10

(
f −1

shmr(M∗)
)

= log10(Mh)

= log10(M1) + β log10

(
M∗

M∗,0

)

+

(
M∗
M∗,0

)δ

1 +
(

M∗
M∗,0

)−γ − 1
2
, (13)

where M1 is a characteristic halo mass, M∗,0 is a characteristic
stellar mass, β is the low-mass slope, and δ and γ control the
high-mass slope. We refer to B10 for a more detailed justification
of this functional form. Briefly, we expect that at least four
parameters are required to model the SHMR: a normalization,
break, a low-mass slope, and a bright end slope. In addition, B10
have found that the SHMR displays sub-exponential behavior
at large M∗. This is modeled by the δ parameter which leads to
a total of five parameters. Figure 3 illustrates the influence of

21 Scatter is quoted as the standard deviation in the logarithm base 10 of the
stellar mass at fixed halo mass.

7

(Velander et al. 2014)
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Galaxy clusters are dominated by dark matter.
Bullet cluster and others: bulk of mass is collisionless.
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Part I day 1: Principles of gravitational lensing Introductory remarks

Science with gravitational lensing
Outstanding results
Observation of very-high (z � 7) galaxies.
Galaxy clusters as “natural telescopes”.

Fig. 3: (a) 3�� x 5�� HST and background-subtracted Spitzer/IRAC (CH1 and CH2)
postage stamps of MACS1423-z7p64. Black represents positive signal. The source is
detected in F125W, F140W and F160W and not detected in any optical bands. The
marginal detection in F105W is consistent with a rapid drop in flux around 1.05µm, just
blue-ward of Ly�. The source is detected in IRAC CH2 but not in CH1. (b) HST near-IR
false-color image of the galaxy cluster MACSJ1423.8+2404 (z = 0.545), showing the
location of MACS1423-z7p64 (cyan circle) relative to the critical line (white line) and the
MOSFIRE slit (yellow rectangle). (c) Close-up of region inside dotted cyan rectangle from
(b). The dispersion directions from the two GLASS P.A.s are shown by the red (P.A.=8�)
and white (P.A.=88�) arrows. (d) Observed broadband flux densities (squares) and 3�
upper limits (downward arrows) from � 0.4� 5 µm. Vertical error bars show the 1� flux
density errors and horizontal error bars show the e�ective width of each filter. We also
show the best-fit galaxy spectral energy distributions (SEDs) when redshifts are fixed at
the Ly� redshift z = 7.640 (red solid line) and at the hypothetical [O ii] redshift z = 1.818
(blue dashed line). The flux densities predicted by the best-fit z = 7.640 galaxy SED are
shown as purple diamonds. The photometric redshift probability density function obtained
by allowing the galaxy redshift to vary is shown in the inset in the lower-right corner. The
vertical dashed line in the inset marks the Ly� redshift, z = 7.640.

8

(Hoag et al. 2017)
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Planck and WL in tension? Also WL cluster masses for Planck SZ clusters;
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Figure 6. Marginalized posterior contours (inner 68% CL, outer 95% CL) in the ⌦m-�8 plane (left) and ⌦m-S8 plane (right) from the
present work (green), CFHTLenS (grey), pre-Planck CMB measurements (blue), and Planck 2015 (orange). Note that the horizontal
extent of the confidence contours of the lensing measurements is sensitive to the choice of the prior on the scalar spectrum amplitude As.
The CFHTLenS results are based on a more informative prior on As artificially shortening the contour along the degeneracy direction.

For each of the three calibration methods (DIR, CC,
BOR) we estimate statistical errors from a bootstrap re-
sampling of the spectroscopic calibration sample (see Sec-
tion 6.2 for details of the implementation). Including those
uncertainties will broaden the contours. As can be seen in
Fig. 2 these bootstrap errors are very small for the BOR
method. This is due to the fact that a lot of information
in that technique is based on the photometric P (z) and the
re-calibration is more stable under bootstrap re-sampling of
the spectroscopic calibration sample than for the other two
methods. Hence to further speed up the MCMC runs we ne-
glect the BOR errors in the following with no visible impact
on the results. The uncertainties on the DIR method – while
larger than the BOR errors – are also negligible compared
to the shot noise in the shear correlation function (see Ap-
pendix C2). We nevertheless include these errors here (as
before) since DIR is our primary calibration method. The
statistical errors on the CC method are larger than for the
two other methods, owing to the as yet small area covered by
the spectroscopic surveys that we can cross-correlate with.
More importantly, we estimate that the limited available
area also gives rise to a larger systematic uncertainty on the
CC method compared to the DIR technique. All major re-
quirements for the DIR technique are met in this analysis
whereas the CC method will only realise its full potential
when larger deep spec-z surveys become available.

The resulting confidence contours in the �m-�8 plane
for the four cases are shown in Fig. 7. All four cases give
fully consistent results although there are some shifts in
the contours with respect to each other. However, with
��2

e� � �10, we find that the DIR and CC methods provide
a better fit to the data as compared to the BPZ and BOR
methods. For future cosmic shear surveys, with considerably
larger datasets, it will be essential to reduce the statistical
uncertainty in the redshift calibration in order to not com-
promise the statistical power of the shear measurement. For
KiDS-450 the uncertainty for our favoured DIR calibration
scheme is still subdominant.

In summary, we find that the four possible choices for

the photometric redshift calibration technique yield consis-
tent cosmological parameters.

6.4 Impact of analytical and numerical covariance
matrices

For our primary analysis we choose to adopt the analytical
estimate of the covariance matrix described in Section 5.3,
as it yields the most reliable estimate of large-scale sample
variance (including super-sample contributions), is free from
noise, and is broadly consistent with the N -body covariance
(see Section 5.4). In this section we compare the cosmo-
logical parameter constraints obtained with the analytical
covariance matrix to the alternative numerical estimate as
described in Section 5.2. For this test, we set all astrophysi-
cal and data-related systematics to zero: this applies to the
intrinsic alignment amplitude, the baryon feedback ampli-
tude, the errors on the shear calibration, and the errors on
the redshift distributions. Fixing these parameters allows us
to focus on the e↵ect of the di↵erent covariance matrices on
the cosmological parameters.

We correct for noise bias in the inverse of the numerical
covariance matrix estimate using the method proposed by
Sellentin & Heavens (2016). As we have a significant num-
ber of N-body simulations, however, we note that the con-
straints derived using our numerical covariance matrix are
unchanged if we use the less precise but alternative Hartlap
et al. (2007) bias correction scheme.

We find consistency between the results for the di↵erent
covariance matrices given the statistical errors of KiDS-450.
There are however small shifts in the central values of the
best-fit parameters; most notably the S8 constraints for the
analytical and numerical covariances which di↵er by � 1�.
We attribute these shifts to super-sample-covariance terms
that are correctly included only in the analytical estimate
(which is also the reason why we adopt it as our preferred
covariance). The SSC reduces the significance of the large
angular �± measurements (see Fig. 4) where our measured
signal is rather low in comparison to the best-fit model (see

MNRAS 000, 1–48 (2016)

(Hildebrandt et al. 2017)
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General relativity holds on cosmological scales.
Joint WL and galaxy clustering cosmology-independent GR test.

Modifying general relativity

Galaxy-galaxy lensing: 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Galaxy clustering:  
measures "

13 

 

Figure 2 | Comparison of observational constraints with predictions from 

GR and viable modified gravity theories. Estimates of EG(R) are shown with 

1σ error bars (s.d.) including the statistical error on the measurement19 of β 

(filled circles). The grey shaded region indicates the 1σ  envelope of the mean 

EG over scales R = 10 – 50h-1 Mpc, where the systematic effects are least 

important (see Supplementary Information). The horizontal line shows the mean 

prediction of the GR+ΛCDM model, EG = Ωm,0 / f , for the effective redshift of the 

measurement, z = 0.32. On the right side of the panel, labelled vertical bars 

show the predicted ranges from three different gravity theories: (i) GR+ΛCDM 

(EG = 0.408 ± 0.029(1σ ) ), (ii)  a class of cosmologically-interesting models 

in f (R)  theory with Compton wavelength parameters27B0 = 0.001− 0.1 

(EG = 0.328 − 0.365 ), and (iii) a TeVeS model9 designed to match existing 

cosmological data and to produce a significant enhancement of the growth 

factor (EG = 0.22 , shown with a nominal error bar of 10 per cent for clarity).  

Friedmann-Lemaître-Robertson-Walker metric with perturbations:

(Reyes et al. 2010)

Parameterisation

Gravitational potential as experienced by galaxies:

Gravitational potential as experienced by photons:

 ds
2 = −(1+ 2ϕ )dt 2 + (1− 2φ)a2drx 2

∇2ϕ = 4πGa2ρδ

∇2 (ϕ + φ) = 8πGa2ρδ 1+ Σ[ ]

1+ µ[ ] µ(a)∝ΩΛ (a)

Σ(a)∝ΩΛ (a)

time dilation spatial curvature

(Reyes et al. 2010)
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Science with gravitational lensing

Outstanding results
Dark matter is not in form of massive compact objects (MACHOs).
Detection of Earth-mass exoplanets.
Structure of QSO inner emission regions.
Dark matter profiles in outskirts of galaxies.
Galaxy clusters are dominated by dark matter.
Observation of very-high (z � 7) galaxies.
Hints of inconsistency of our cosmological model at low and high z?
General relativity holds on cosmological scales.

Most important properties of gravitational lensing
Lensing probes total matter, baryonic + dark.
Independent of dynamical state of matter.
Independent of nature of matter.
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Part I day 1: Principles of gravitational lensing Brief history of gravitational lensing

Brief history of gravitational lensing

• Before Einstein: Masses
deflect photons, treated as
point masses.

• 1915 Einstein’s GR
predicted deflection of
stars by sun, deflection
larger by 2 compared to
classical value. Confirmed
1919 by Eddington and
others during solar eclipse.

Photograph taken by Eddington of solar corona, and

stars marked with bars.
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Lensing on cosmological scales

• 1937 Zwicky posits galaxy clusters
as lenses.

• 1979 Walsh et al. detect first
double image of a lenses quasar.

Fritz Zwicky; Abell 2151 (Hercules galaxy

cluster) c�Tony Hallas/APoD.

(Walsh et al. 1979)
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• 1987 Soucail et al.
strongly distorted
“arcs” of
background
galaxies behind
galaxy cluster,
using CCDs.
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• Tyson et al. (1990), tangential alignment around clusters.19
90
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Abell 1689

Cluster outskirts: Weak gravitational lensing.
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• 2000 cosmic shear: weak lensing in blind fields, by 4 groups (Edinburgh,
Hawai’i, Paris, Bell Labs/US).
Some 10, 000 galaxies on few square degree on the sky area.
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40 L. Van Waerbeke et al.: First detection of cosmic shear

Fig. 8a–c. Possible contribution of the systematics studied in Sect. 3.2
to the signal. On each of the plots, the thick solid line shows the signal
as displayed in Fig. 1, and the dashed lines show the ±1� fluctuation
obtained from 1000 random realizations. From top to bottom: a The
two thin solid lines are ��2�1/2 measured on the galaxies sorted ac-
cording to the star ellipticity strength (see Fig. 4). For the different
smoothing scales, the mean number and the variance of the number
of galaxies in the chosen bins fit the one observed in the signal (thick
solid) curve. b the thin solid line is ��2

t �1/2 measured on the galaxies
sorted according to the distance from the optical center, and on c the
two thin solid lines correspond to the galaxies sorted according to their
X or Y location on the CCDs.

cosmological models, compared to our signal. It is remarkable
that models (1) and (3) can be marginally rejected (We did not
plot the error bars due to the intrinsic ellipticity for clarity: they
can be obtained from Fig. 8).

Our measurements are in agreement with the cluster nor-
malized model (2). Also plotted is the theoretical prediction
of a ⇤CDM model, with ⌦ = 0.3, ⇤ = 0.7, � = 0.5 and

Fig. 9. From top to bottom, measurement of the correlation functions
�et(0)et(�)�, �er(0)er(�)� and �er(0)et(�)�. The error bars are com-
puted from50 random realizations of our data setwhere the orientations
of the galaxies were randomized.

a redshift of the sources zs = 1. It shows that the low-⌦
model is also in good agreement with the data, which means
that weak gravitational lensing provides cosmological con-
straints similar to the cluster abundance results (Eke et al. 1996,
Blanchard et al. 1999): the second moment of the shear mea-
sures a combination of �8 and ⌦0 (see Eq. 8). A measure of the
third moment of the convergence would break the ⌦-�8 degen-
eracy, but this requires more data (see Bernardeau et al. 1997,
Van Waerbeke et al. 1999, Jain et al. 1999). It should also be
noted that for the simulations, we have considered cold dark
matter models with shape parameter � = 0.21; higher values
of � increase the theoretical predictions on scales of interest,
e.g. the ⌦0 = 1, �8 = 1 model would be ruled out even more
strongly. We conclude that our analysis is consistent with the

Shear (ellipticity)

correlation of galaxies as

fct. of angular separation

(Van Waerbeke

et al. 2000, Kilbinger

et al. 2013).

• By 2016: Many dedicated surveys: DLS, CFHTLenS, DES, KiDS, HSC.
Competitive constraints on cosmology.
Factor 100 increase: Millions of galaxies over 100s of degree area. Many
other improvements: Multi-band observations, photometric redshifts,
image and N -body simulations, . . ..
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Part I day 1: Principles of gravitational lensing Brief history of gravitational lensing

• By 2025: LSST, WFIRST-AFTA,
Euclid data will be available.
Another factor of 100 increase:
Hundred millions of galaxies, tens
of thousands of degree area (most
of the extragalactic sky).

Martin Kilbinger, SAp/AIMEuclid: Ground Segment & Dark Universe 2

• Next M-class (500 M€) ESA 
mission 

• 6-year mission, launch in 2020 

• 1100 members in 130 labs from 14 
European countries + US/NASA 

• Merged from DUnE (SAp lead) and 
Space (Italy) 

• Two instruments: VIS (imaging in 
visible light), NISP (imaging & 
spectroscopy in near-IR) 

• Science: Weak gravitational lensing 
and galaxy clustering.
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Figure 6-14: Observed area after year 6 (Ecliptic Coordinates) with the calibration fields. 
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Figure 6-15: Observed area after year 6 (Mollweide Projection). 

 
The duration of the survey is illustrated in figure 6-16, where the total area of the Wide survey is given by 
the blue line. The green line shows the part of the total survey which is performed over the high-density 
area. The implemented strategy clearly observes primarily the best available square degrees during the 
first 4 years before extending the survey excursion toward the medium-density area as to improve 
efficiency. 

 
Figure 6-16: Survey area coverage as a function of survey time elapsed since beginning of nominal science operations. The green line is 

the area covered over the high-density area, the blue line shows the total area survey, (core +medium-density area). 

 

The result shows a very high efficiency of the survey, and after 5.5 years (corresponding to 5.3 year on 
the plotted line + 2.5 months for orbital maneuvers) the total wide survey covered area is 15 500 deg², 
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6.1.1.1. Second Year 
 

Second Year Period / Southern Cap 
Sequence Type of Sequence Duration  
SLEW Slew to Southern Ecliptic Pole Deep Field start 

point   
DEEP Cover as much as possible of the Deep Field with 

SAA within accepted limits. Start with largest SAA 
depointing, and end with the SAA corresponding to 
observation of the next Wide Field. 

2 days Loop 6 times 
this 
Sequence 

SLEW Slew to Wide targeted area for first year (see First 
year recommended targeted area)  

WIDE Cover as much as possible of the Wide field with 
SAA within accepted limits. 

28 days 
SLEW Slew to Southern Ecliptic Pole Deep Field start 

point  
  Total 

Duration  
  180 days  

First Year Period specific calibrations
Sequence Type of Sequence Duration Cadence
SLEW0_0 Slew to a galactic star field  

Every monthCALIB0_1 Take exposures with different times [V-CAL-F-005] 1 day
SLEW0_1 Slew back on WS
SLEW0_4 Slew to a Planetary Nebula Twice (one after 

3mos, the other 
after 6mos)

CALIB2_1 Take exposures with different times and orientations [NS-CAL-F-003] 1 day
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Once per yearTake exposures with different times and positions 1 day
SLEW0_9 Slew back on WS

Total Duration
17 days

For Reference Survey will be assumed in the Galactic Plane

For Reference Survey will be assumed in the Galactic Plane

For Reference Survey will be assumed in the NEP

For Reference Survey will be assumed in the Galactic Plane

ECSURV group (J. Amiaux)+ESSWG

1.2 m diameter mirror, 0.5 deg2 field-of-view

Observing 15000 deg2 = 1/3 of the sky
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Figure 6-14: Observed area after year 6 (Ecliptic Coordinates) with the calibration fields. 
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Figure 6-15: Observed area after year 6 (Mollweide Projection). 

 
The duration of the survey is illustrated in figure 6-16, where the total area of the Wide survey is given by 
the blue line. The green line shows the part of the total survey which is performed over the high-density 
area. The implemented strategy clearly observes primarily the best available square degrees during the 
first 4 years before extending the survey excursion toward the medium-density area as to improve 
efficiency. 

 
Figure 6-16: Survey area coverage as a function of survey time elapsed since beginning of nominal science operations. The green line is 

the area covered over the high-density area, the blue line shows the total area survey, (core +medium-density area). 

 

The result shows a very high efficiency of the survey, and after 5.5 years (corresponding to 5.3 year on 
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Part I day 1: Principles of gravitational lensing Types of lensing

Types of lensing

source lens observation name science

star star (≠sun) time-varying 
magnification micro-lensing

exoplanets, 
MACHOs, 

limb darkening

galaxy galaxy, 
cluster

multiple images, 
arcs, 
Δt

strong lensing
galaxy M/L, properties 
inner cluster structure, 
dark-matter properties, 

H0, QSO structure

galaxies
galaxies, 
cluster 

LSS

distortions, 
magnification, 

σ(number density)
weak lensing

galaxy M/L, halos, 
cluster M, outer structure, 

cosmo parameters

CMB LSS distortions in T CMB (weak) 
lensing cosmo parameters
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Part I day 1: Principles of gravitational lensing Cosmic shear illustration

Cosmic shear, or weak cosmological lensing

Light of distant galaxies is deflected while travelling through inhomogeneous
Universe. Information about mass distribution is imprinted on observed
galaxy images.

• Continuous deflection: sensitive to
projected 2D mass distribution.

• Di↵erential deflection:
magnification, distortions of
images.

• Small distortions, few percent
change of images: need statistical
measurement.

• Coherent distortions: measure
correlations, scales few Mpc to few
100 Mpc.

scales
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Part I day 1: Principles of gravitational lensing WL measurement challenges

Measuring cosmic shear“shape measurement” 

•  Average Shear Distortion equivalent to difference in 
Ellipticity between Earth and Moon 

 

Typical shear of a few percent equivalent to di↵erence in ellipticity between
Uranus and the Moon.
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Part I day 1: Principles of gravitational lensing WL measurement challenges

Example: Euclid VIS
This will be easy with Euclid. Right?

Simulation: OU-VIS team, Henry McCracken (IAP).
Martin Kilbinger (CEA) WL Part I/II 16 / 138
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Part I day 1: Principles of gravitational lensing Light deflection in an inhomogeneous Universe

Deflection angle

source S

observer O

r?�

↵̂

Perturbed Minkowski metric, weak-field (� ⌧ c2)

ds2 =
�
1 + 2�/c2

�
c2dt2 � �

1 � 2�/c2
�
d`2

One way to derive deflection angle: Fermat’s principle:

Light travel time t =
1

c

Z

path

�
1 � 2�/c2

�
d`

is stationary, �t = 0. (Analogous to geometrical optics,
potential as medium with refract. index n = 1 � 2�/c2.)
Integrate Euler-Lagrange equations along the light path to
get

deflection angle ↵̂ = � 2

c2

Z O

S
r?� d`
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Part I day 1: Principles of gravitational lensing Light deflection in an inhomogeneous Universe

Special case: point mass

Deflection angle for a point mass M is

↵̂ =
4GM

c2⇠

⇠

⇠
=

2RS

⇠

⇠

⇠

(RS is the Schwarzschild radius.)

This is twice the value one would get
in a classical, Newtonian calculation. SDSS J1627-0053!

zs = 0.5, zl = 0.2, α = 2.8” (5 kpc)

HE 1104-1825!

zs = 2.3, zl = 1.7, α = 1.6” (14 kpc)

Mass deflects light from a point source

ᾱ

α

ξ

Point source:  
deflection angle

↵̂ =
4GM

c2⇠
impact parameter

Deflection angle depends on  
integral over the  
projected mass distribution

(Einstein 1915)

SDSS J1627-0053!
zs = 0.5, zl = 0.2, α = 2.8” (5 kpc)

HE 1104-1825!

zs = 2.3, zl = 1.7, α = 1.6” (14 kpc)

Mass deflects light from a point source

ᾱ

α

ξ

Point source:  
deflection angle

↵̂ =
4GM

c2⇠
impact parameter

Deflection angle depends on  
integral over the  
projected mass distribution

(Einstein 1915)
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Part I day 1: Principles of gravitational lensing Light deflection in an inhomogeneous Universe

Exercise: Derive the deflection angle for a point mass. I

We can approximate the potential as

� = �GM

R
= �c2

2

RS

R
,

where G is Newton’s constant, M the mass of the object, R the distance, and
RS the Schwarzschild radius. The distance R can be written as
R2 = x2 + y2 + z2.
(Weak-field condition � ⌧ c2 implies R � RS.
(Here z is not redshift, but radial (comoving) distance.)
We use the so-called Born approximation (from quantum mechanic scattering
theory) to integrate along the unperturbed light ray, which is a straight line
parallel to the z-axis with a constant x2 + y2 = ⇠2. The impact parameter ⇠ is
the distance of the light ray to the point mass.
The deflection angle is then

↵̂ = � 2

c2

Z 1

�1
r?� dz.

Martin Kilbinger (CEA) WL Part I/II 19 / 138



Part I day 1: Principles of gravitational lensing Light deflection in an inhomogeneous Universe

Exercise: Derive the deflection angle for a point mass. II

The perpendicular gradient of the potential is

r?� =
c2RS

2|R|3
✓

x
y

◆
=

c2RS

2

⇠

(⇠2 + z2)3/2

✓
cos'
sin'

◆
.

The primitive for (⇠2 + z2)�3/2 is z⇠�2(⇠2 + z2)�1/2]. We use the symmetry of
the integrand to integrate between 0 and 1, and get for the absolute value of
the deflection angle

↵̂ = 2RS


z

⇠(⇠2 + z2)1/2

�1

0

=
2RS

⇠
=

4GM

c2⇠
.
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Part I day 1: Principles of gravitational lensing Light deflection in an inhomogeneous Universe

Generalisation I: mass distribution
Distribution of point masses Mi(⇠i, z): total deflection angle is linear
vectortial sum over individual deflections

↵̂(⇠) =
X

i

↵̂(⇠ � ⇠i) =
4G

c2

X

i

Mi(⇠i, z)
⇠ � ⇠i

|⇠ � ⇠i|

With transition to continuous density

Mi(⇠i, z) !
Z

d2⇠0
Z

dz0 ⇢(⇠0, z0)

and introduction of the 2D

surface mass density ⌃(⇠0) =

Z
dz0 ⇢(⇠0, z0)

we get

↵̂(⇠) =

Z
d2⇠0 ⌃(⇠0)

⇠ � ⇠i

|⇠ � ⇠i|
Thin-lens approximation
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Part I day 1: Principles of gravitational lensing Light deflection in an inhomogeneous Universe

Generalisation II: Extended source I

Extended source: di↵erent light rays impact lens at di↵erent positions ⇠, their
deflection angle ↵(⇠) will be di↵erent: di↵erential deflection ! distortion,
magnification of source image!

Martin Kilbinger (CEA) WL Part I/II 22 / 138

Part I day 1: Principles of gravitational lensing Light deflection in an inhomogeneous Universe

Propagation of light bundles I

Calculate deflection angle di↵erence between di↵erent light bundles:

observer

source
dx(�

)

�

�

�

0

� � �

0
✓

r?�

(�
0 )

x(�)
d↵̂

In homogeneous flat Universe, transverse distance x0 between two light rays
as fct. of comoving distance �

x0(�) = �✓.

This is modified by inhomogeneous matter = deflectors as follows.
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Part I day 1: Principles of gravitational lensing Light deflection in an inhomogeneous Universe

Propagation of light bundles II

From deflector at comoving distance �0, infinitesimal deflection angle

d↵̂ = � 2

c2
r?�(x,�0)d�0

This results in a change of transverse distance dx from vantage point of
deflector (at �0)

dx = (�� �0)d↵̂

Total deflection: integrate over all deflectors along �0. This would yield the
di↵erence between a perturbed and an unperturbed light ray. To account for
perturbation of second light ray, subtract gradient of potential �(0) along
second light ray.

x(�) = �✓ � 2

c2

Z �

0
d�0(�� �0)

h
r?�(x(�0),�0) � r?�

(0)(�0)
i
.

Transform distances into angles seen from the observer: divide by �. x/� is
the angle � under which the unlensed source is seen. The integral/� is the
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Part I day 1: Principles of gravitational lensing Light deflection in an inhomogeneous Universe

Propagation of light bundles III

geometric di↵erence between unlensed (�) and apparent, lensed (✓) is the
deflection angle

↵ =
2

c2

Z �

0
d�0�� �0

�

h
r?�(x(�0),�0) � r?�(0)(�0)

i
.

This results in the lens equation

� = ✓ � ↵.

This is a mapping from lens coordinates ✓ to source coordinates �.
(Q: why not the other way round?)
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Part I day 1: Principles of gravitational lensing Convergence, shear, and ellipticity

Linearized lensing quantities I
To 0th order: approximate light path x, on which potential gradient is
evaluated in integral with unperturbed line �✓ (Born approximation):

�(✓) = ✓ � 2

c2

Z �

0
d�0�� �0

�

h
r?�(�0

✓,�0),�0) � r?�(0)(�0)
i
.

This neglects coupling between structures at di↵erent distances (lens-lens
coupling): Distortion at some distance adds to undistorted image, neglecting
distortion e↵ect on already distorted image by all matter up to that distance.

Numerical simulations show that Born is accurate to sub-percent on most
scales. This is pretty cool. Di↵erences between perturbed and unberturbed
light ray can be a few Mpc!
Next, drop the second term (does not depend on distance x = �✓, so gradient
vanishes).
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Part I day 1: Principles of gravitational lensing Convergence, shear, and ellipticity

Linearized lensing quantities II
Now, we can move the gradient out of integral. That means, deflection angle
is a gradient of a potential, the 2D lensing potential  . Writing derivatives
with respect to angle ✓, we get

�(✓,�) = ✓ � r✓ (✓,�)

with

 (✓,�) =
2

c2

Z �

0
d�0�� �0

��0 �(�0
✓,�0).

[Note: Above equations are valid for flat Universe. For general (curved)
models, some comoving distances are replaced by comoving angular distances.]
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Part I day 1: Principles of gravitational lensing Convergence, shear, and ellipticity

Linearized lensing quantities III

Linearizing lens equation
We talked about di↵erential deflection before. To first order, this involves the
derivative of the deflection angle.

Or the lens mapping:

@�i

@✓j
⌘ Aij = �ij � @i@j .

Jacobi (symmetric) matrix

A =

✓
1 � � �1 ��2

��2 1 � + �1

◆
.

• convergence : isotropic magnification

• shear �: anisotropic stretching

κ

γ

source
image

Convergence and shear are second derivatives of the 2D lensing potential.
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Part I day 1: Principles of gravitational lensing Convergence, shear, and ellipticity

Convergence and shear I
The e↵ect of  and � follows from Liouville’s theorem: Surface brightness is
conserved (no photon gets lost).
Therefore the surface brightness I at the lensed position ✓ is equal to the
unlensed, source surface brightness Is at the source position �.

I(✓) = Is(�(✓)) ⇡ Is(�(✓0) + A(✓ � ✓0))

Example: circular isophotes
E↵ect can easily be seen for circular source isophotes,
e.g. ✓1 = R cos t, ✓2 = R sin t (thus ✓21 + ✓22 = R2).
Convergence
Applying the Jacobi matrix with zero shear (and setting �(✓0) = 0), we find
�2

1 + �2
2 = R2(1 � )2. The radius R of these isophotes gets transformed at

source position to R(1 � ).
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Part I day 1: Principles of gravitational lensing Convergence, shear, and ellipticity

Convergence and shear II
Shear
To see an example for the shear stretching, set �2 = 0. We find
(�1,�2) = R([1 � � �1] cos t, [1 � + �1] sin t) and thus
(�1/[1 � � �1])2 + (�2/[1 � + �1])2 = R2, which is an ellipse with half axes
R/[1 � � �1] and R/[1 � + �1].

So we see that shear transforms a circular image
into an elliptical one.

Define complex shear

� = �1 + i�2 = |�|e2i';

The relation between convergence, shear, and the
axis ratio of elliptical isophotes is then

|�| = |1 � |1 � b/a

1 + b/a

'

x

y

a

b
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Convergence and shear III

Further consequence of lensing: magnification.
Liuville (surface brightness is conserved) + area changes (d�2 6= d✓2 in
general) ! flux changes.

magnification µ = detA�1 = [(1 � )2 � �2]�1.

Summary: Convergence and shear linearly encompass information about
projected mass distribution (lensing potential  ). They quantify how lensed
images are magnified, enlarged, and stretched. These are the main observables
in (weak) lensing.
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E↵ects of lensing, @i
 /@x

i

i symbol name spin effect

0 Δt time delay 0

1 α deflection 1

2 ! convergence 0

2 " shear 2

3 F flextion 1

3 G flexion 3

2 General concepts 21

Figure 2.3: First and second order distortions on the image of a circular source. The
unlensed source is shown in the top left panel. The convergence simply changes the
size (bottom left panel). While the shear deforms the image such that it becomes
elliptical (third column of panels from the left), the first and the second flexion intro-
duce curvature and other distortions (second and fourth columns). Courtesy of Peter
Melchior.
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This means that the first flexion can be used to obtain the convergence field.

2.6 Occurrence of images

The deflection of light rays causes a delay in the time between the emission of radia-
tion by the source and the signal reception by the observer. This time delay has two
components:

t = tgeom + tgrav (2.63)

The first one has a geometrical reason and is due to the di�erent path length of the
deflected light rays compared to the unperturbed ones. This time delay is proportional
to the squared angular separation between the intrisic position of the source and the
location of its image. The second one comes from the slowing down of photons traveling
through the gravitational field of the lens and is therefore related to the lensing potential.
Considering a lens at redshift zL, the total time delay introduced by gravitational lensing
at the position �x on the lens plane is

t(�x) =
(1 + zL)
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Figure 2.5: Profiles of the time delay surfaces displayed in Fig. (2.4) along the line
x1 = x2.

surfaces. When the source and the lens are perfectly aligned, the minima of the time
delay surface are located on a ring and the maximum is at the lens center. The source
therefore is mapped to a ring image of type I (the so called Einstein Ring) and to a
central type III image. This last one is generally demagnified, since the curvature of the
time delay surface here is large for density profiles peaked at the lens center.

As the source is moved far away from the optical axis, the time delay surface deforms. In
particular, the ring breaks, leading to the formation of a minimum and of a saddle point.
Three images therefore arise. In the case displayed in the middle panel of Fig. (2.4), the
type I image at the minimum and the type II image at the saddle point are stretched
in the tangential direction, since the local curvature of the time delay surface is small
in that direction. This explains the formation of tangential arcs in galaxy clusters.
However, as the source is moved to even larger angular distances from the optical axis,
the saddle point and the maximum move much closer to each other, while the minimum
follows the source. The local curvature of the time delay surface in the radial direction
becomes smaller between the saddle point and the maximum as they get closer. The
images arising at this two points therefore are stretched towards each other. Then a
radial image forms. When the saddle point and the maximum point touch, two images
disappear and only the image arising at the minimum of the time delay surface remains
(see right panels of Fig. (2.4) and Fig. (2.5)).

Here follows a number of other important properties of the time-delay surface:

• the height di�erence at di�erent images of the surface t(�x) gives the di�erence in
arrival time between these images. This time delay can be measured if the source
is variable, and provides one way of potentially measuring the Hubble constant;

• in absence of the lens, the time-delay surface is a parabola which has a single
extremum (a minimum); additional extrema have to come in pairs, thus the total
number of images must be odd (as we showed earlier by continously deforming
the time-delay surface);

• when two additional images are formed, they must be a maximum and a saddle
point; in between them, the curvature changes from negative to positive, thus
it is zero between them; remember that det A = 0 is the condition for having
a critical point, where the magnification is (formally) infinite. The critical lines
thus separate multiple-image pairs; these pairs merge and desappear (as discussed
above) at the critical lines. In other words, the critical lines separate regions of
di�erent image multiplicities.

t(x
)

x - xc
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Basic equation of weak lensing

Weak lensing regime
 ⌧ 1, |�| ⌧ 1.
The observed ellipticity of a galaxy is the sum of the intrinsic ellipticity and
the shear:

"obs ⇡ "s + �

Random intrinsic orientation of galaxies

h"si = 0 �! h"i = �

The observed ellipticity is an unbiased estimator of the shear. Very noisy
though! �" = h|"s|2i1/2 ⇡ 0.4 � � ⇠ 0.03. Increase S/N and beat down noise
by averaging over large number of galaxies.

Question: Why is the equivalent estimation of the convergence and/or
magnification more di�cult?

Martin Kilbinger (CEA) WL Part I/II 33 / 138



Part I day 1: Principles of gravitational lensing Convergence, shear, and ellipticity

Ellipticity and local shear

[from Y. Mellier]
Galaxy ellipticities are an estimator of the local shear.
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Some weak-lensing galaxy surveys

Survey Date Area [deg2] ngal [arcmin�2]

CFHTLenS 2003-2007 170 14
DLS 2001-2006 25 20
COSMOS 2005 1.6 80
SDSS 2000-2012 11,000 2
KiDS 2011- 1,500 7-8
HSC 2015- 1,500 ⇠ 20 22
DES 2012-2018 5,000 5-6
CFIS 2017-2020 5,000 6-7
LSST 2021- 15,000 ⇠ 30
Euclid 2021-2026 15,000 ⇠ 30
WFIRST-AFTA 2024- 2,500 ?
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Convergence and cosmic density contrast

Back to the lensing potential

• Since  = 1
2� :

(✓,�) =
1

c2

Z �

0
d�0 (�� �0)�0

�
�✓�(�0

✓,�0)

• Terms ��0�0� average out when integrating along line of sight, can be
added to yield 3D Laplacian (error O(�) ⇠ 10�5).

• Poisson equation

�� =
3H2

0⌦m

2a
�

✓
� =

⇢� ⇢̄

⇢

◆

! (✓,�) =
3

2
⌦m

✓
H0

c

◆2 Z �

0
d�0 (�� �0)�0

�a(�0)
� (�0

✓,�0) .
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Amplitude of the cosmic shear signal
Order-of magnitude estimate

(✓,�) =
3

2
⌦m

✓
H0

c

◆2 Z �

0
d�0 (�� �0)�0

�a(�0)
� (�0

✓,�0) .

for simple case: single lens at at redshift zL = 0.4 with comoving size R/a(zL),
source at zS = 0.8.

 ⇡ 3

2
⌦m

✓
H0

c

◆2
DLSDL

DS

R

a2(zL)

�⇢

⇢

Add signal from N ⇡ DS/R crossings, calculate rms:

h2i1/2 ⇡3

2
⌦m

DLSDL

R2
H

r
R

DS
a�1.5(zL)

*✓
�⇢

⇢

◆2
+1/2

⇡3

2
0.3 ⇥ 0.1 ⇥ 0.1 ⇥ 2 ⇥ 1 ⇡ 0.01

We are indeed in the weak-lensing regime.
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Convergence with source redshift distribution

So far, we looked at the convergence for one single source redshift (distance
�). Now, we calculate  for a realistic survey with a redshift distribution of
source galaxies. We integrate over the pdf p(�)d� = p(z)dz, to get

(✓) =

�limZ

0

d� p(�)(✓,�) =

�limZ

0

d�G(�)� � (�✓,�)

with lens e�ciency

G(�) =
3

2

✓
H0

c

◆2 ⌦m

a(�)

Z �lim

�
d�0 p(�0)

�0 � �

�0 .

The convergence is a projection of the matter-density contrast, weighted by
the source galaxy distribution and angular distances.
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Parametrization of redshift distribution, e.g.

p(z) /
✓

z

z0

◆↵

exp

"
�

✓
z
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◆�
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)

z

↵ = 2,� = 1.5, z0 = 1
(dashed line: all sources at redshift 1)

Max. lensing signal from halfway distance between us and lensing galaxies.
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More on the relation between  and �
Convergence and shear are second derivatives of lensing potential ! they are
related.
One can derive  from � (except constant mass sheet 0).
E.g. get projected mass reconstruction of clusters from ellipticity observations.

Projected mass and distortionCONVERGENCE & SHEAR

Projected matter density
convergence 

−0.041 0.095 0.23

Distortion field
shear �

Source galaxies at z = 1, ray-tracing simulations by T. Hamana

Allows reconstruction of projected mass distribution

tangential distortions around mass peaks

Wednesday, November 9, 2011

overdensity

Martin Kilbinger (CEA) WL Part I/II 40 / 138
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More on the relation between  and �
Convergence and shear are second derivatives of lensing potential ! they are
related.
Fluctuations (variance �2) in  and � are the same!
E.g. get variance/power spectrum of projected � from ellipticity correlations.
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Source galaxies at z = 1, ray-tracing simulations by T. Hamana

Allows reconstruction of projected mass distribution

tangential distortions around mass peaks

Wednesday, November 9, 2011

θ
κ

κ γ

θ
γ

Martin Kilbinger (CEA) WL Part I/II 41 / 138



Part I day 1: Principles of gravitational lensing Projected power spectrum

The convergence power spectrum

• Variance of convergence h(# + ✓)(#)i = hi(✓) depends on variance of
the density contrast h��i

• In Fourier space:

⌦
̂(`)̂⇤(`0)

↵
= (2⇡)2�D(` � `

0)P(`)
D
�̂(k)�̂⇤(k0)

E
= (2⇡)3�D(k � k

0)P�(k)

• Limber’s equation

P(`) =

Z
d�G2(�)P�

✓
k =

`

�

◆

using small-angle approximation, P�(k) ⇡ P�(k?), contribution only from
Fourier modes ? to line of sight. Also assumes that power spectrum
varies slowly.
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Dependence on cosmology

Day 1: Principles of weak lensing Projected power spectrum

Dependence on cosmology

P(`) =

Z
d� G2(�)P�

✓
k =
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◆

G(�) =
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2
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c
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d�0 p(�0)
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�0
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initial conditions, 
growth of structure

geometryredshift distribution"
of source galaxies

matter density
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Example
A simple toy model: single lens plane at redshift z0, P�(k) / �2

8kn, CDM, no
⇤, linear growth:

h2(✓)i1/2 = h�2(✓)i1/2 ⇡ 0.01�8 ⌦0.8
m

✓
✓

1deg

◆�(n+2)/2

z0.75
0

This simple example illustrates three important facts about measuring
cosmology from weak lensing:

1. The signal is very small (⇠ percent)

2. Parameters are degenerate

3. The signal depends on source galaxy redshift
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Lensing ‘tomography’ (2 1/2 D lensing)

• Bin galaxies in redshift.

• Lensing e�ciency di↵erent for di↵erent
bins (even though the probed redshift
range is overlapping): measure
z-depending expansion and growth
history.

• Necessary for dark energy, modified
gravity.
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Part I day 1: Principles of gravitational lensing Projected power spectrum

Convergence power spectrum for two di↵erent redshift bins
(0 = [0.5; 0.7], 1 = [0.9; 1.1]).

Unlike CMB C`’s, features in matter power spectrum are washed out by
projection and non-linear evolution.
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Part I day 1: Principles of gravitational lensing Real-space shear correlations

Correlations of two shears I
We have established lensing power spectrum P = P� (power spectrum of
projected �) as interesting quantity for cosmology.

Projected mass and distortionCONVERGENCE & SHEAR

Projected matter density
convergence 

−0.041 0.095 0.23

Distortion field
shear �

Source galaxies at z = 1, ray-tracing simulations by T. Hamana

Allows reconstruction of projected mass distribution

tangential distortions around mass peaks

Wednesday, November 9, 2011

θ
κ

κ γ

θ
γ

Provides theory model prediction correlation of  or � in Fourier space.
However we measure shear (ellipticity) in real space.
Two options to make connection:

1. Fourier-transform data. Square to get power spectrum.

2. Calculate correlations in real space. Inverse-Fourier transorm theory P.
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Part I day 1: Principles of gravitational lensing Real-space shear correlations

Correlations of two shears II
Correlation of the shear at two points yields four quantities

�t�t < 0

> 0 < 0

⌦
�t�⇥

↵
,

⌦
�⇥�t

↵

⌦
�⇥�⇥

↵

h�t�ti

Parity conservation �! h�t�⇥i = h�⇥�ti = 0

The two components of the shear two-point correlation function (2PCF) are
defined as

⇠+(#) = h�t�ti (#) + h�⇥�⇥i (#)

⇠�(#) = h�t�ti (#) � h�⇥�⇥i (#)

Due to statistical isotropy & homogeneity, these correlators only depend on #.
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Correlations of two shears III
The 2PCF is the 2D Fourier transform of the lensing power spectrum.

Isotropy ! 1D integrals, Hankel transform.

⇠+(#) =
1

2⇡

Z 1

0
d` `J0(`#)P(`)

⇠�(#) =
1

2⇡

Z 1

0
d` `J4(`#)P(`),
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Part I day 1: Principles of gravitational lensing Real-space shear correlations

E- and B-modes I

Shear patterns
We have seen tangential pattern in the shear field due to mass over-densities.
Under-dense regions cause a similar pattern, but with opposite sign for �.
That results in radial pattern.

Under idealistic conditions, these are the only possible patterns for a shear
field, the E-mode. A so-called B-mode is not generated.

E mode

B mode

mass
trough

mass
peak

E mode

B mode

mass
trough

mass
peak
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Part I day 1: Principles of gravitational lensing Real-space shear correlations

E- and B-modes II

Origins of a B-mode
Measuring a non-zero B-mode in observations is usually seen as indicator of
residual systematics in the data processing (e.g. PSF correction, astrometry).

Other origins of a B-mode are small, of %-level:

• Higher-order terms beyond Born appproximation (propagation along
perturbed light ray, non-linear lens-lens coupling), and other (e.g. some
ellipticity estimators)

• Lens galaxy selection biases (size, magnitude biases), and galaxy
clustering

• Intrinsic alignment (although magnitude not well-known!)

• Varying seeing and other observational e↵ects

• Non-standard cosmologies (non-isotropic, TeVeS, . . .)
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Part I day 1: Principles of gravitational lensing Real-space shear correlations

E- and B-modes III

Measuring E- and B-modes
Separating data into E- and B-mode is not trivial.

To directly obtain E and B from �, there is leakage between modes due to
the finite observed field (border and mask artefacts).

One can quantify the shear pattern, e.g. with respect to reference centre
points, but the tangential shear �t is not defined at the center.

Solution: filter the shear map. (= convolve with a filter function Q). This also
has the advantage that the spin-2 quantity shear is transformed into a scalar.

This is equivalent to filtering  with a function U that is related to Q.
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E- and B-modes IV

"t

"⇥

θ

The resulting quantity is called aperture mass Map(✓), which is a function of
the filter size, or smoothing scale, ✓. It is only sensitive to the E-mode.

If one uses the cross-component shear �⇥ instead, the filtered quantity, M⇥
captures the B-mode contribution only.

End of day 1.
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